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(2) Connection to the work in the present talk
(3) Properties of Chebyshev polynomials of the second kind
(4) Applications to the Fourier Coefficients of Hecke Eigenforms
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An eta quotient is a finite product of the form $\prod_{j} f_{j}^{n_{j}}$, for some integers $j \in \mathbb{N}$ and $n_{j} \in \mathbb{Z}$.
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(Han and Ono, 2011) Assuming the notation above, we have that

$$
\begin{equation*}
a(n)=0 \Longleftrightarrow b(n)=0 \tag{2}
\end{equation*}
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Moreover, we have that $a(n)=b(n)=0$ precisely for those non-negative $n$ for which $\operatorname{ord}_{p}(3 n+1)$ is odd for some prime $p \equiv 2(\bmod 3)$.
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What was discovered as a result of these computer algebra experiments is summarized as follows.
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While trying to prove the (possibly false) reverse direction, the speaker was led to the result described in the next few slides.
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## Proof of Main Result I

## Proof.

Divide the expression (8) through by $\left(-\sqrt{\chi(p)} p^{(k-1) / 2}\right)^{n+1}$ to get

$$
\begin{align*}
& \frac{a_{p^{n+1}}}{\left(-\sqrt{\chi(p)} p^{(k-1) / 2}\right)^{n+1}}=\frac{a_{p}}{-\sqrt{\chi(p)} p^{(k-1) / 2}} \frac{a_{p^{n}}}{\left(-\sqrt{\chi(p)} p^{(k-1) / 2}\right)^{n}} \\
&-\frac{a_{p^{n-1}}}{\left(-\sqrt{\chi(p)} p^{(k-1) / 2}\right)^{n-1}} . \tag{10}
\end{align*}
$$

Now define the sequence $\left\{u_{j}\right\}$ by $u_{j}=\frac{a_{p^{j}}}{\left(-\sqrt{\chi(p)} p^{(k-1) / 2}\right)^{j}}$,
so that (10) becomes $u_{n+1}=2 x u_{n}-u_{n-1}$, with $x=-a_{p} /\left(2 p^{(k-1) / 2} \sqrt{\chi(p)}\right)$,

## Proof of Main Result I

## Proof.

Divide the expression (8) through by $\left(-\sqrt{\chi(p)} p^{(k-1) / 2}\right)^{n+1}$ to get

$$
\begin{align*}
& \frac{a_{p^{n+1}}}{\left(-\sqrt{\chi(p)} p^{(k-1) / 2}\right)^{n+1}}=\frac{a_{p}}{-\sqrt{\chi(p)} p^{(k-1) / 2}} \frac{a_{p^{n}}}{\left(-\sqrt{\chi(p)} p^{(k-1) / 2}\right)^{n}} \\
&-\frac{a_{p^{n-1}}}{\left(-\sqrt{\chi(p)} p^{(k-1) / 2}\right)^{n-1}} . \tag{10}
\end{align*}
$$

Now define the sequence $\left\{u_{j}\right\}$ by $u_{j}=\frac{a_{p^{j}}}{\left(-\sqrt{\chi(p)} p^{(k-1) / 2}\right)^{j}}$,
so that (10) becomes $u_{n+1}=2 x u_{n}-u_{n-1}$, with
$x=-a_{p} /\left(2 p^{(k-1) / 2} \sqrt{\chi(p)}\right)$, so that $u_{1}=2 x$ and $u_{0}=a_{1}=1$.

## Proof of Main Result II
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## proof continued.

Thus the sequence $\left\{u_{j}\right\}$ satisfies the recurrence for the Chebyshev polynomials with the correct initial conditions.

## Proof of Main Result II

## proof continued.

Thus the sequence $\left\{u_{j}\right\}$ satisfies the recurrence for the Chebyshev polynomials with the correct initial conditions.
Hence

$$
u_{j}=U_{j}\left(\frac{-a_{p}}{2 p^{(k-1) / 2} \sqrt{\chi(p)}}\right)
$$

## Proof of Main Result II

## proof continued.

Thus the sequence $\left\{u_{j}\right\}$ satisfies the recurrence for the Chebyshev polynomials with the correct initial conditions.
Hence

$$
u_{j}=U_{j}\left(\frac{-a_{p}}{2 p^{(k-1) / 2} \sqrt{\chi(p)}}\right)
$$

and the result follows.

## Proof of Main Result II

## proof continued.

Thus the sequence $\left\{u_{j}\right\}$ satisfies the recurrence for the Chebyshev polynomials with the correct initial conditions.
Hence

$$
u_{j}=U_{j}\left(\frac{-a_{p}}{2 p^{(k-1) / 2} \sqrt{\chi(p)}}\right)
$$

and the result follows.
Remarks: (1) Upon asking around, this result would not seem to be widely known, although known to experts in the field (Larry Rolen provided a reference in which something equivalent was stated somewhat obliquely).

## Proof of Main Result II

## proof continued.

Thus the sequence $\left\{u_{j}\right\}$ satisfies the recurrence for the Chebyshev polynomials with the correct initial conditions.
Hence

$$
u_{j}=U_{j}\left(\frac{-a_{p}}{2 p^{(k-1) / 2} \sqrt{\chi(p)}}\right)
$$

and the result follows.
Remarks: (1) Upon asking around, this result would not seem to be widely known, although known to experts in the field (Larry Rolen provided a reference in which something equivalent was stated somewhat obliquely).
(2) Known results about Chebyshev polynomials of the second kind can now be used to derive various identities for terms in the sequence $\left\{a_{p^{n}}\right\}$, where $p$ is a prime.
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## Properties of Chebyshev polynomials of the second kind I

The following properties of the Chebyshev polynomials of the second kind are known.
The generating function

$$
\begin{equation*}
\sum_{n=0}^{\infty} U_{n}(x) t^{n}=\frac{1}{1-2 t x+t^{2}} \tag{11}
\end{equation*}
$$

## Properties of Chebyshev polynomials of the second kind I

The following properties of the Chebyshev polynomials of the second kind are known.
The generating function

$$
\begin{equation*}
\sum_{n=0}^{\infty} U_{n}(x) t^{n}=\frac{1}{1-2 t x+t^{2}} \tag{11}
\end{equation*}
$$

The closed form

$$
\begin{equation*}
U_{n}(x)=\frac{\left(x+\sqrt{x^{2}-1}\right)^{n+1}-\left(x-\sqrt{x^{2}-1}\right)^{n+1}}{2 \sqrt{x^{2}-1}} \tag{12}
\end{equation*}
$$

## Properties of Chebyshev polynomials of the second kind I

The following properties of the Chebyshev polynomials of the second kind are known.
The generating function

$$
\begin{equation*}
\sum_{n=0}^{\infty} U_{n}(x) t^{n}=\frac{1}{1-2 t x+t^{2}} \tag{11}
\end{equation*}
$$

The closed form

$$
\begin{gather*}
U_{n}(x)=\frac{\left(x+\sqrt{x^{2}-1}\right)^{n+1}-\left(x-\sqrt{x^{2}-1}\right)^{n+1}}{2 \sqrt{x^{2}-1}}  \tag{12}\\
U_{n}(x)^{2}-U_{n+1}(x) U_{n-1}(x)=1 \tag{13}
\end{gather*}
$$

## Properties of Chebyshev polynomials of the second kind II

## Properties of Chebyshev polynomials of the second kind II

$$
\begin{equation*}
U_{n}(x)=\sum_{j=0}^{\lfloor n / 2\rfloor}(-1)^{j}\binom{n-j}{j}(2 x)^{n-2 j} . \tag{14}
\end{equation*}
$$
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\begin{align*}
& U_{n}(x)=\sum_{j=0}^{\lfloor n / 2\rfloor}(-1)^{j}\binom{n-j}{j}(2 x)^{n-2 j}  \tag{14}\\
& U_{m n-1}(x)=U_{m-1}\left(T_{n}(x)\right) U_{n-1}(x) \tag{15}
\end{align*}
$$

(if $n+1 \mid m+1$ then $U_{n}(x) \mid U_{m}(x)$ )
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\begin{equation*}
U_{m}(x)-U_{m-2}(x)=2 T_{m}(x) \tag{16}
\end{equation*}
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## Properties of Chebyshev polynomials of the second kind II

$$
\begin{align*}
& U_{n}(x)=\sum_{j=0}^{\lfloor n / 2\rfloor}(-1)^{j}\binom{n-j}{j}(2 x)^{n-2 j}  \tag{14}\\
& U_{m n-1}(x)=U_{m-1}\left(T_{n}(x)\right) U_{n-1}(x) \tag{15}
\end{align*}
$$

( if $n+1 \mid m+1$ then $U_{n}(x) \mid U_{m}(x)$ )

$$
\begin{equation*}
U_{m}(x)-U_{m-2}(x)=2 T_{m}(x) \tag{16}
\end{equation*}
$$

For integers $1 \leq n \leq m$

$$
\begin{equation*}
U_{m-n}(x)=U_{m}(x) U_{n}(x)-U_{m+1}(x) U_{n-1}(x) \tag{17}
\end{equation*}
$$

## Properties of Chebyshev polynomials of the second kind II

$$
\begin{align*}
& U_{n}(x)=\sum_{j=0}^{\lfloor n / 2\rfloor}(-1)^{j}\binom{n-j}{j}(2 x)^{n-2 j}  \tag{14}\\
& U_{m n-1}(x)=U_{m-1}\left(T_{n}(x)\right) U_{n-1}(x) \tag{15}
\end{align*}
$$

( if $n+1 \mid m+1$ then $U_{n}(x) \mid U_{m}(x)$ )

$$
\begin{equation*}
U_{m}(x)-U_{m-2}(x)=2 T_{m}(x) \tag{16}
\end{equation*}
$$

For integers $1 \leq n \leq m$

$$
\begin{equation*}
U_{m-n}(x)=U_{m}(x) U_{n}(x)-U_{m+1}(x) U_{n-1}(x) \tag{17}
\end{equation*}
$$

For integers $m, n \geq 1$,

$$
\begin{equation*}
U_{m+n}(x)=U_{m}(x) U_{n}(x)-U_{m-1}(x) U_{n-1}(x) \tag{18}
\end{equation*}
$$

## Properties of Chebyshev polynomials of the second kind III

## Properties of Chebyshev polynomials of the second kind III

For all integers $m \geq 1$ and $n \geq 0$,

$$
\begin{equation*}
U_{m-1}(x)+U_{m+1}(x)+U_{m+3}(x)+\cdots+U_{m+2 n-1}(x)=U_{n}(x) U_{m+n-1}(x) \tag{19}
\end{equation*}
$$

## Properties of Chebyshev polynomials of the second kind III

For all integers $m \geq 1$ and $n \geq 0$,

$$
\begin{equation*}
U_{m-1}(x)+U_{m+1}(x)+U_{m+3}(x)+\cdots+U_{m+2 n-1}(x)=U_{n}(x) U_{m+n-1}(x) \tag{19}
\end{equation*}
$$

For integers $m>n \geq 0$,

$$
\begin{equation*}
U_{m}(x)^{2}-U_{n}(x)^{2}=U_{m+n+1}(x) U_{m-n-1}(x) \tag{20}
\end{equation*}
$$

## Properties of Chebyshev polynomials of the second kind III

For all integers $m \geq 1$ and $n \geq 0$,

$$
\begin{equation*}
U_{m-1}(x)+U_{m+1}(x)+U_{m+3}(x)+\cdots+U_{m+2 n-1}(x)=U_{n}(x) U_{m+n-1}(x) \tag{19}
\end{equation*}
$$

For integers $m>n \geq 0$,

$$
\begin{equation*}
U_{m}(x)^{2}-U_{n}(x)^{2}=U_{m+n+1}(x) U_{m-n-1}(x) \tag{20}
\end{equation*}
$$

The exponential generating function

$$
\begin{equation*}
\sum_{n=0}^{\infty} U_{n}(x) \frac{t^{n}}{n!}=e^{t \times}\left(\frac{x \sin \left(t \sqrt{1-x^{2}}\right)}{\sqrt{1-x^{2}}}+\cos \left(t \sqrt{1-x^{2}}\right)\right) \tag{21}
\end{equation*}
$$

## Properties of Chebyshev polynomials of the second kind III

For all integers $m \geq 1$ and $n \geq 0$,

$$
\begin{equation*}
U_{m-1}(x)+U_{m+1}(x)+U_{m+3}(x)+\cdots+U_{m+2 n-1}(x)=U_{n}(x) U_{m+n-1}(x) \tag{19}
\end{equation*}
$$

For integers $m>n \geq 0$,

$$
\begin{equation*}
U_{m}(x)^{2}-U_{n}(x)^{2}=U_{m+n+1}(x) U_{m-n-1}(x) \tag{20}
\end{equation*}
$$

The exponential generating function

$$
\begin{gather*}
\sum_{n=0}^{\infty} U_{n}(x) \frac{t^{n}}{n!}=e^{t x}\left(\frac{x \sin \left(t \sqrt{1-x^{2}}\right)}{\sqrt{1-x^{2}}}+\cos \left(t \sqrt{1-x^{2}}\right)\right)  \tag{21}\\
\sum_{n=0}^{\infty} U_{n}(x) \frac{t^{n+1}}{(n+1)!}=e^{t x} \frac{\sin \left(t \sqrt{1-x^{2}}\right)}{\sqrt{1-x^{2}}} \tag{22}
\end{gather*}
$$

## Properties of Chebyshev polynomials of the second kind IV

## Properties of Chebyshev polynomials of the second kind IV

$$
\begin{equation*}
\sum_{n=0}^{\infty} U_{n}^{2}(x) t^{n}=\frac{(t+1)}{(1-t)\left((t+1)^{2}-4 t x^{2}\right)} \tag{23}
\end{equation*}
$$

## Properties of Chebyshev polynomials of the second kind IV

$$
\begin{equation*}
\sum_{n=0}^{\infty} U_{n}^{2}(x) t^{n}=\frac{(t+1)}{(1-t)\left((t+1)^{2}-4 t x^{2}\right)} \tag{23}
\end{equation*}
$$

Define

$$
\begin{aligned}
& F_{ \pm}=x y \pm \sqrt{\left(1-x^{2}\right)\left(1-y^{2}\right)} \\
& \Phi_{ \pm}=y \sqrt{1-x^{2}} \pm x \sqrt{1-y^{2}}
\end{aligned}
$$

## Properties of Chebyshev polynomials of the second kind IV

$$
\begin{equation*}
\sum_{n=0}^{\infty} U_{n}^{2}(x) t^{n}=\frac{(t+1)}{(1-t)\left((t+1)^{2}-4 t x^{2}\right)} \tag{23}
\end{equation*}
$$

Define

$$
\begin{aligned}
& F_{ \pm}=x y \pm \sqrt{\left(1-x^{2}\right)\left(1-y^{2}\right)} \\
& \Phi_{ \pm}=y \sqrt{1-x^{2}} \pm x \sqrt{1-y^{2}}
\end{aligned}
$$

Then

$$
\begin{equation*}
\sum_{n=0}^{\infty} U_{n}(x) U_{n}(y) \frac{t^{n+1}}{(n+1)!}=\frac{e^{t F_{+}} \cos \left(t \Phi_{-}\right)-e^{t F_{-}} \cos \left(t \Phi_{+}\right)}{2 \sqrt{1-x^{2}} \sqrt{1-y^{2}}} \tag{24}
\end{equation*}
$$

## Properties of Chebyshev polynomials of the second kind IV

$$
\begin{equation*}
\sum_{n=0}^{\infty} U_{n}^{2}(x) t^{n}=\frac{(t+1)}{(1-t)\left((t+1)^{2}-4 t x^{2}\right)} \tag{23}
\end{equation*}
$$

Define

$$
\begin{aligned}
& F_{ \pm}=x y \pm \sqrt{\left(1-x^{2}\right)\left(1-y^{2}\right)} \\
& \Phi_{ \pm}=y \sqrt{1-x^{2}} \pm x \sqrt{1-y^{2}}
\end{aligned}
$$

Then

$$
\begin{align*}
\sum_{n=0}^{\infty} U_{n}(x) U_{n}(y) \frac{t^{n+1}}{(n+1)!} & =\frac{e^{t F_{+}} \cos \left(t \Phi_{-}\right)-e^{t F_{-}} \cos \left(t \Phi_{+}\right)}{2 \sqrt{1-x^{2}} \sqrt{1-y^{2}}}  \tag{24}\\
\sum_{n=0}^{\infty} U_{n}(x) U_{n}(y) t^{n} & =\frac{1-t^{2}}{\left(1-t^{2}\right)^{2}-4 t(y-t x)(x-t y)} \tag{25}
\end{align*}
$$

## Applications to the Fourier Coefficients of Hecke Eigenforms
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## Application of identities for Chebyshev polynomials of the second kind I

## Application of identities for Chebyshev polynomials of the second kind I

Let $f(q)=q+\sum_{n=2}^{\infty} a_{n} q^{n}$ be a normalized Hecke eigenform of weight $k$, level $N$, and Nebentypus $\chi$.

## Application of identities for Chebyshev polynomials of the second kind I

Let $f(q)=q+\sum_{n=2}^{\infty} a_{n} q^{n}$ be a normalized Hecke eigenform of weight $k$, level $N$, and Nebentypus $\chi$. Let $p \nmid N$ be a prime.

## Application of identities for Chebyshev polynomials of the second kind I

Let $f(q)=q+\sum_{n=2}^{\infty} a_{n} q^{n}$ be a normalized Hecke eigenform of weight $k$, level $N$, and Nebentypus $\chi$. Let $p \nmid N$ be a prime. .
The identities in the previous section are used in conjunction with the identity

$$
\begin{equation*}
a_{p^{n}}=\left(-p^{(k-1) / 2} \sqrt{\chi(p)}\right)^{n} U_{n}\left(\frac{-a_{p}}{2 p^{(k-1) / 2} \sqrt{\chi(p)}}\right) \tag{26}
\end{equation*}
$$

to derive identities for the members of the sequence $\left\{a_{p^{n}}\right\}$.

## Application of identities for Chebyshev polynomials of the second kind II

## Application of identities for Chebyshev polynomials of the second kind II

These general identities mentioned on the previous slide are illustrated using the Ramanujan $\tau$ function, defined by

$$
\begin{aligned}
& q \prod_{m=1}^{\infty}\left(1-q^{m}\right)^{24}=: \sum_{n=1}^{\infty} \tau(n) q^{n}=q-24 q^{2}+252 q^{3}-1472 q^{4}+4830 q^{5} \\
& -6048 q^{6}-16744 q^{7}+84480 q^{8}-113643 q^{9}-115920 q^{10}+534612 q^{11} \\
& -370944 q^{12}-577738 q^{13}+401856 q^{14}+1217160 q^{15}+987136 q^{16}-\ldots
\end{aligned}
$$

## Application of identities for Chebyshev polynomials of the second kind II

These general identities mentioned on the previous slide are illustrated using the Ramanujan $\tau$ function, defined by

$$
\begin{aligned}
& \quad q \prod_{m=1}^{\infty}\left(1-q^{m}\right)^{24}=: \sum_{n=1}^{\infty} \tau(n) q^{n}=q-24 q^{2}+252 q^{3}-1472 q^{4}+4830 q^{5} \\
& -6048 q^{6}-16744 q^{7}+84480 q^{8}-113643 q^{9}-115920 q^{10}+534612 q^{11} \\
& -370944 q^{12}-577738 q^{13}+401856 q^{14}+1217160 q^{15}+987136 q^{16}-\ldots \\
& \text { Recall: }(1) \tau(m) \tau(n)=\tau(m n) \text { if } \operatorname{gcd}(m, n)=1
\end{aligned}
$$

## Application of identities for Chebyshev polynomials of the second kind II

These general identities mentioned on the previous slide are illustrated using the Ramanujan $\tau$ function, defined by

$$
\begin{aligned}
& \quad q \prod_{m=1}^{\infty}\left(1-q^{m}\right)^{24}=: \sum_{n=1}^{\infty} \tau(n) q^{n}=q-24 q^{2}+252 q^{3}-1472 q^{4}+4830 q^{5} \\
& \quad-6048 q^{6}-16744 q^{7}+84480 q^{8}-113643 q^{9}-115920 q^{10}+534612 q^{11} \\
& -370944 q^{12}-577738 q^{13}+401856 q^{14}+1217160 q^{15}+987136 q^{16}-\ldots \\
& \text { Recall: }(1) \tau(m) \tau(n)=\tau(m n) \text { if } \operatorname{gcd}(m, n)=1 . \\
& \text { For example, } \tau(3) \tau(5)=252 \times 4830=1217160=\tau(15)
\end{aligned}
$$

## Application of identities for Chebyshev polynomials of the second kind II

These general identities mentioned on the previous slide are illustrated using the Ramanujan $\tau$ function, defined by

$$
\begin{aligned}
& q \prod_{m=1}^{\infty}\left(1-q^{m}\right)^{24}=: \sum_{n=1}^{\infty} \tau(n) q^{n}=q-24 q^{2}+252 q^{3}-1472 q^{4}+4830 q^{5} \\
& -6048 q^{6}-16744 q^{7}+84480 q^{8}-113643 q^{9}-115920 q^{10}+534612 q^{11} \\
& -370944 q^{12}-577738 q^{13}+401856 q^{14}+1217160 q^{15}+987136 q^{16}-\ldots
\end{aligned}
$$

Recall: (1) $\tau(m) \tau(n)=\tau(m n)$ if $\operatorname{gcd}(m, n)=1$.
For example, $\tau(3) \tau(5)=252 \times 4830=1217160=\tau(15)$.
(2) For any prime $p$ and any integer $r \geq 1$,
$\tau\left(p^{r+1}\right)=\tau(p) \tau\left(p^{r}\right)-p^{11} \tau\left(p^{r-1}\right)$.

## Application of identities for Chebyshev polynomials of the second kind II

These general identities mentioned on the previous slide are illustrated using the Ramanujan $\tau$ function, defined by

$$
q \prod_{m=1}^{\infty}\left(1-q^{m}\right)^{24}=: \sum_{n=1}^{\infty} \tau(n) q^{n}=q-24 q^{2}+252 q^{3}-1472 q^{4}+4830 q^{5}
$$

$-6048 q^{6}-16744 q^{7}+84480 q^{8}-113643 q^{9}-115920 q^{10}+534612 q^{11}$
$-370944 q^{12}-577738 q^{13}+401856 q^{14}+1217160 q^{15}+987136 q^{16}-\ldots$
Recall: (1) $\tau(m) \tau(n)=\tau(m n)$ if $\operatorname{gcd}(m, n)=1$.
For example, $\tau(3) \tau(5)=252 \times 4830=1217160=\tau(15)$.
(2) For any prime $p$ and any integer $r \geq 1$,
$\tau\left(p^{r+1}\right)=\tau(p) \tau\left(p^{r}\right)-p^{11} \tau\left(p^{r-1}\right)$.
For example, $\tau(2) \tau\left(2^{3}\right)-2^{11} \tau\left(2^{2}\right)=(-24) 84480-2^{11}(-1472)=987136=\tau\left(2^{4}\right)$

## Formal Derivation of the Product Form of the L-Function

From
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\begin{equation*}
\sum_{n=0}^{\infty} U_{n}(x) t^{n}=\frac{1}{1-2 t x+t^{2}} \tag{27}
\end{equation*}
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## Formal Derivation of the Product Form of the $L$-Function

From
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\begin{equation*}
\sum_{n=0}^{\infty} U_{n}(x) t^{n}=\frac{1}{1-2 t x+t^{2}} \tag{27}
\end{equation*}
$$

one gets

$$
\begin{equation*}
\sum_{n=0}^{\infty} \frac{a_{p^{n}}}{p^{s n}}=\frac{1}{1-a_{p} p^{-s}+\chi(p) p^{-2 s} p^{k-1}} \tag{28}
\end{equation*}
$$

## Formal Derivation of the Product Form of the $L$-Function

From
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\begin{equation*}
\sum_{n=0}^{\infty} U_{n}(x) t^{n}=\frac{1}{1-2 t x+t^{2}} \tag{27}
\end{equation*}
$$

one gets

$$
\begin{equation*}
\sum_{n=0}^{\infty} \frac{a_{p^{n}}}{p^{s n}}=\frac{1}{1-a_{p} p^{-s}+\chi(p) p^{-2 s} p^{k-1}} \tag{28}
\end{equation*}
$$

From this, the multiplicative property, $a_{m} a_{n}=a_{m n}$ when $\operatorname{gcd}(m, n)=1$,

## Formal Derivation of the Product Form of the $L$-Function

From

$$
\begin{equation*}
\sum_{n=0}^{\infty} U_{n}(x) t^{n}=\frac{1}{1-2 t x+t^{2}} \tag{27}
\end{equation*}
$$

one gets

$$
\begin{equation*}
\sum_{n=0}^{\infty} \frac{a_{p^{n}}}{p^{s n}}=\frac{1}{1-a_{p} p^{-s}+\chi(p) p^{-2 s} p^{k-1}} \tag{28}
\end{equation*}
$$

From this, the multiplicative property, $a_{m} a_{n}=a_{m n}$ when $\operatorname{gcd}(m, n)=1$, gives that

$$
\begin{equation*}
L(f, s):=\sum_{n=1}^{\infty} \frac{a_{n}}{n^{s}}=\prod_{p} \sum_{n=0}^{\infty} \frac{a_{p^{n}}}{p^{s n}}=\prod_{p} \frac{1}{1-a_{p} p^{-s}+\chi(p) p^{-2 s} p^{k-1}} \tag{29}
\end{equation*}
$$

## An $L$-function for the sequence $\left\{a_{n}^{2}\right\}$

From

$$
\begin{equation*}
\sum_{n=0}^{\infty} U_{n}^{2}(x) t^{n}=\frac{(t+1)}{(1-t)\left((t+1)^{2}-4 t x^{2}\right)} \tag{30}
\end{equation*}
$$

## An L-function for the sequence $\left\{a_{n}^{2}\right\}$

From

$$
\begin{equation*}
\sum_{n=0}^{\infty} U_{n}^{2}(x) t^{n}=\frac{(t+1)}{(1-t)\left((t+1)^{2}-4 t x^{2}\right)} \tag{30}
\end{equation*}
$$

one gets

$$
\sum_{n=0}^{\infty} \frac{a_{p^{n}}^{2}}{p^{s n}}=\frac{1+\chi(p) p^{k-s-1}}{\left(1-\chi(p) p^{k-s-1}\right)\left(\left(1+\chi(p) p^{k-s-1}\right)^{2}-a_{p}^{2} p^{-s}\right)}
$$

## An L-function for the sequence $\left\{a_{n}^{2}\right\}$

From

$$
\begin{equation*}
\sum_{n=0}^{\infty} U_{n}^{2}(x) t^{n}=\frac{(t+1)}{(1-t)\left((t+1)^{2}-4 t x^{2}\right)} \tag{30}
\end{equation*}
$$

one gets

$$
\sum_{n=0}^{\infty} \frac{a_{p^{n}}^{2}}{p^{s n}}=\frac{1+\chi(p) p^{k-s-1}}{\left(1-\chi(p) p^{k-s-1}\right)\left(\left(1+\chi(p) p^{k-s-1}\right)^{2}-a_{p}^{2} p^{-s}\right)}
$$

Then using the multiplicity property once again,

## An L-function for the sequence $\left\{a_{n}^{2}\right\}$

From

$$
\begin{equation*}
\sum_{n=0}^{\infty} U_{n}^{2}(x) t^{n}=\frac{(t+1)}{(1-t)\left((t+1)^{2}-4 t x^{2}\right)} \tag{30}
\end{equation*}
$$

one gets

$$
\sum_{n=0}^{\infty} \frac{a_{p^{n}}^{2}}{p^{s n}}=\frac{1+\chi(p) p^{k-s-1}}{\left(1-\chi(p) p^{k-s-1}\right)\left(\left(1+\chi(p) p^{k-s-1}\right)^{2}-a_{p}^{2} p^{-s}\right)}
$$

Then using the multiplicity property once again,one gets that

$$
L_{2}(f, s):=\sum_{n=1}^{\infty} \frac{a_{n}^{2}}{n^{s}}=\prod_{p} \frac{1+\chi(p) p^{k-s-1}}{\left(1-\chi(p) p^{k-s-1}\right)\left(\left(1+\chi(p) p^{k-s-1}\right)^{2}-a_{p}^{2} p^{-s}\right)}
$$

For convergence we may take $\operatorname{Re}(s)>k$.

## Ramanujan $\tau$-function, Example I

## Ramanujan $\tau$-function, Example I

## Example

For any prime $p$ and any complex $s$ with $\operatorname{Re}(s)>12$,

$$
\begin{equation*}
\sum_{n=0}^{\infty} \frac{\tau^{2}\left(p^{n}\right)}{p^{s n}}=\frac{1+p^{11-s}}{\left(1-p^{11-s}\right)\left(\left(1+p^{11-s}\right)^{2}-\tau^{2}(p) p^{-s}\right)} \tag{31}
\end{equation*}
$$

## Ramanujan $\tau$-function, Example I

## Example

For any prime $p$ and any complex $s$ with $\operatorname{Re}(s)>12$,

$$
\begin{equation*}
\sum_{n=0}^{\infty} \frac{\tau^{2}\left(p^{n}\right)}{p^{s n}}=\frac{1+p^{11-s}}{\left(1-p^{11-s}\right)\left(\left(1+p^{11-s}\right)^{2}-\tau^{2}(p) p^{-s}\right)} \tag{31}
\end{equation*}
$$

For any complex $s$ with $\operatorname{Re}(s)>12$,

$$
\sum_{n=1}^{\infty} \frac{\tau^{2}(n)}{n^{s}}=\prod_{p} \frac{1+p^{11-s}}{\left(1-p^{11-s}\right)\left(\left(1+p^{11-s}\right)^{2}-\tau^{2}(p) p^{-s}\right)}
$$

## Exponential Generating Functions of the sequence $a_{p^{n}}$

## Exponential Generating Functions of the sequence $a_{p^{n}}$

From the exponential generating functions at (21) and (22):

## Exponential Generating Functions of the sequence $a_{p^{n}}$

From the exponential generating functions at (21) and (22):

## Theorem

Let the sequence $a_{p^{n}}$ be as defined in Proposition 2.1 and let $t \in \mathbb{C}$.

## Exponential Generating Functions of the sequence $a_{p^{n}}$

From the exponential generating functions at (21) and (22):

## Theorem

Let the sequence $a_{p^{n}}$ be as defined in Proposition 2.1 and let $t \in \mathbb{C}$. Then

$$
\begin{align*}
& \sum_{n=0}^{\infty} \frac{a_{p^{n}} t^{n}}{n!}=\exp \left(\frac{a_{p} t}{2}\right)\left(\cos \left(\frac{1}{2} t \sqrt{4 p^{k-1} \chi(p)-a_{p}^{2}}\right)\right. \\
&\left.+\frac{a_{p} \sin \left(\frac{1}{2} t \sqrt{4 p^{k-1} \chi(p)-a_{p}^{2}}\right)}{\sqrt{4 p^{k-1} \chi(p)-a_{p}^{2}}}\right) \tag{32}
\end{align*}
$$

## Exponential Generating Functions of the sequence $a_{p^{n}}$

From the exponential generating functions at (21) and (22):

## Theorem

Let the sequence $a_{p^{n}}$ be as defined in Proposition 2.1 and let $t \in \mathbb{C}$. Then

$$
\begin{align*}
& \sum_{n=0}^{\infty} \frac{a_{p^{n}} t^{n}}{n!}=\exp \left(\frac{a_{p} t}{2}\right)\left(\cos \left(\frac{1}{2} t \sqrt{4 p^{k-1} \chi(p)-a_{p}^{2}}\right)\right. \\
& \left.+\frac{a_{p} \sin \left(\frac{1}{2} t \sqrt{4 p^{k-1} \chi(p)-a_{p}^{2}}\right)}{\sqrt{4 p^{k-1} \chi(p)-a_{p}^{2}}}\right)  \tag{32}\\
& \sum_{n=0}^{\infty} \frac{a_{p^{n}} t^{n+1}}{(n+1)!}=\exp \left(\frac{a_{p} t}{2}\right) \frac{2 \sin \left(\frac{1}{2} t \sqrt{4 p^{k-1} \chi(p)-a_{p}^{2}}\right)}{\sqrt{4 p^{k-1} \chi(p)-a_{p}^{2}}} \tag{33}
\end{align*}
$$

## Ramanujan $\tau$-function, Example II

## Ramanujan $\tau$-function, Example II

## Example

For any prime $p$ and any $t \in \mathbb{C}$,

## Ramanujan $\tau$-function, Example II

## Example

For any prime $p$ and any $t \in \mathbb{C}$,

$$
\sum_{n=0}^{\infty} \frac{\tau\left(p^{n}\right) t^{n}}{n!}=e^{\frac{t \tau(p)}{2}}\left(\frac{\tau(p) \sin \left(\frac{1}{2} t \sqrt{4 p^{11}-\tau(p)^{2}}\right)}{\sqrt{4 p^{11}-\tau(p)^{2}}}\right.
$$

$$
\left.+\cos \left(\frac{1}{2} t \sqrt{4 p^{11}-\tau(p)^{2}}\right)\right)
$$

## Ramanujan $\tau$-function, Example II

## Example

For any prime $p$ and any $t \in \mathbb{C}$,

$$
\begin{aligned}
& \sum_{n=0}^{\infty} \frac{\tau\left(p^{n}\right) t^{n}}{n!}=e^{\frac{t \tau(p)}{2}}\left(\frac{\tau(p) \sin \left(\frac{1}{2} t \sqrt{4 p^{11}-\tau(p)^{2}}\right)}{\sqrt{4 p^{11}-\tau(p)^{2}}}\right. \\
& \left.+\cos \left(\frac{1}{2} t \sqrt{4 p^{11}-\tau(p)^{2}}\right)\right) \\
& \sum_{n=0}^{\infty} \frac{\tau\left(p^{n}\right) t^{n+1}}{(n+1)!}=\frac{2 e^{\frac{t \tau(p)}{2}} \sin \left(\frac{1}{2} t \sqrt{4 p^{11}-\tau(p)^{2}}\right)}{\sqrt{4 p^{11}-\tau(p)^{2}}}
\end{aligned}
$$

## Identities from the Bivariate Generating Functions I

## Identities from the Bivariate Generating Functions I

From the bivariate generating functions at (24) and (25):

## Identities from the Bivariate Generating Functions I

From the bivariate generating functions at (24) and (25):

## Theorem

Let $p_{1}$ and $p_{2}$ be distinct primes and define

$$
\begin{aligned}
& F_{ \pm}=a_{p_{1}} a_{p_{2}} \pm \sqrt{4 p_{1}^{k-1} \chi\left(p_{1}\right)-a_{p_{1}}^{2}} \sqrt{4 p_{2}^{k-1} \chi\left(p_{2}\right)-a_{p_{2}}^{2}}, \\
& \Phi_{ \pm}=a_{p_{1}} \sqrt{4 p_{2}^{k-1} \chi\left(p_{2}\right)-a_{p_{2}}^{2} \pm a_{p_{2}} \sqrt{4 p_{1}^{k-1} \chi\left(p_{1}\right)-a_{p_{1}}^{2}} .} .
\end{aligned}
$$

## Identities from the Bivariate Generating Functions I

From the bivariate generating functions at (24) and (25):

## Theorem

Let $p_{1}$ and $p_{2}$ be distinct primes and define

$$
\begin{aligned}
& F_{ \pm}=a_{p_{1}} a_{p_{2}} \pm \sqrt{4 p_{1}^{k-1} \chi\left(p_{1}\right)-a_{p_{1}}^{2}} \sqrt{4 p_{2}^{k-1} \chi\left(p_{2}\right)-a_{p_{2}}^{2}}, \\
& \Phi_{ \pm}=a_{p_{1}} \sqrt{4 p_{2}^{k-1} \chi\left(p_{2}\right)-a_{p_{2}}^{2}} \pm a_{p_{2}} \sqrt{4 p_{1}^{k-1} \chi\left(p_{1}\right)-a_{p_{1}}^{2}} .
\end{aligned}
$$

Then for any $t \in \mathbb{C}$,

## Identities from the Bivariate Generating Functions I

From the bivariate generating functions at (24) and (25):

## Theorem

Let $p_{1}$ and $p_{2}$ be distinct primes and define

$$
\begin{aligned}
& F_{ \pm}=a_{p_{1}} a_{p_{2}} \pm \sqrt{4 p_{1}^{k-1} \chi\left(p_{1}\right)-a_{p_{1}}^{2}} \sqrt{4 p_{2}^{k-1} \chi\left(p_{2}\right)-a_{p_{2}}^{2}}, \\
& \Phi_{ \pm}=a_{p_{1}} \sqrt{4 p_{2}^{k-1} \chi\left(p_{2}\right)-a_{p_{2}}^{2}} \pm a_{p_{2}} \sqrt{4 p_{1}^{k-1} \chi\left(p_{1}\right)-a_{p_{1}}^{2}} .
\end{aligned}
$$

Then for any $t \in \mathbb{C}$,

$$
\begin{equation*}
\sum_{n=0}^{\infty} a_{p_{1}^{n}} a_{p_{2}^{n}} \frac{t^{n+1}}{(n+1)!}=2 \frac{e^{t / 4 F_{+}} \cos \left(t / 4 \Phi_{-}\right)-e^{t / 4 F_{-}} \cos \left(t / 4 \Phi_{+}\right)}{\sqrt{4 p_{1}^{k-1} \chi\left(p_{1}\right)-a_{p_{1}}^{2}} \sqrt{4 p_{2}^{k-1} \chi\left(p_{2}\right)-a_{p_{2}}^{2}}} \tag{34}
\end{equation*}
$$

## Identities from the Bivariate Generating Functions II

## Identities from the Bivariate Generating Functions II

## Theorem (continued)

For any $t \in \mathbb{C}$ satisfying $|t|<\left(p_{1} p_{2}\right)^{-k / 2}$,

## Identities from the Bivariate Generating Functions II

## Theorem (continued)

For any $t \in \mathbb{C}$ satisfying $|t|<\left(p_{1} p_{2}\right)^{-k / 2}$,

$$
\begin{aligned}
& \sum_{n=0}^{\infty} a_{p_{1}^{n}} a_{p_{2}^{n}} t^{n} \\
& =\frac{1-t^{2} p_{1}^{k-1} p_{2}^{k-1} \chi\left(p_{1}\right) \chi\left(p_{2}\right)}{\left(1-t^{2} p_{1}^{k-1} p_{2}^{k-1} \chi\left(p_{1}\right) \chi\left(p_{2}\right)\right)^{2}} \\
& \quad-t\left(a_{p_{1}}-\operatorname{ta}_{p_{2}} p_{1}^{k-1} \chi\left(p_{1}\right)\right)\left(a_{p_{2}}-\operatorname{ta}_{p_{1}} p_{2}^{k-1} \chi\left(p_{2}\right)\right)
\end{aligned}
$$

## Ramanujan $\tau$-function, Example III

## Ramanujan $\tau$-function, Example III

## Example

Let $p_{1}$ and $p_{2}$ be primes (distinct or otherwise) and define

$$
\begin{aligned}
& F_{ \pm}=\tau\left(p_{1}\right) \tau\left(p_{2}\right) \pm \sqrt{4 p_{1}^{11}-\tau^{2}\left(p_{1}\right)} \sqrt{4 p_{2}^{11}-\tau^{2}\left(p_{2}\right)}, \\
& \Phi_{ \pm}=\tau\left(p_{1}\right) \sqrt{4 p_{2}^{11}-\tau^{2}\left(p_{2}\right)} \pm \tau\left(p_{2}\right) \sqrt{4 p_{1}^{11}-\tau^{2}\left(p_{1}\right)}
\end{aligned}
$$

## Ramanujan $\tau$-function, Example III

## Example

Let $p_{1}$ and $p_{2}$ be primes (distinct or otherwise) and define

$$
\begin{aligned}
& F_{ \pm}=\tau\left(p_{1}\right) \tau\left(p_{2}\right) \pm \sqrt{4 p_{1}^{11}-\tau^{2}\left(p_{1}\right)} \sqrt{4 p_{2}^{11}-\tau^{2}\left(p_{2}\right)} \\
& \Phi_{ \pm}=\tau\left(p_{1}\right) \sqrt{4 p_{2}^{11}-\tau^{2}\left(p_{2}\right)} \pm \tau\left(p_{2}\right) \sqrt{4 p_{1}^{11}-\tau^{2}\left(p_{1}\right)}
\end{aligned}
$$

Then for any $t \in \mathbb{C}$,

$$
\begin{equation*}
\sum_{n=0}^{\infty} \tau\left(p_{1}^{n}\right) \tau\left(p_{2}^{n}\right) \frac{t^{n+1}}{(n+1)!}=2 \frac{e^{t / 4 F_{+}} \cos \left(t / 4 \Phi_{-}\right)-e^{t / 4 F_{-}} \cos \left(t / 4 \Phi_{+}\right)}{\sqrt{4 p_{1}^{11}-\tau^{2}\left(p_{1}\right)} \sqrt{4 p_{2}^{11}-\tau^{2}\left(p_{2}\right)}} \tag{36}
\end{equation*}
$$

## Ramanujan $\tau$-function, Example III Continued

## Ramanujan $\tau$-function, Example III Continued

## Example (continued)

## Ramanujan $\tau$-function, Example III Continued

## Example (continued)

For any $t \in \mathbb{C}$ satisfying $|t|<\left(p_{1} p_{2}\right)^{-6}$,

## Ramanujan $\tau$-function, Example III Continued

## Example (continued)

For any $t \in \mathbb{C}$ satisfying $|t|<\left(p_{1} p_{2}\right)^{-6}$,

$$
\begin{aligned}
& \sum_{n=0}^{\infty} \tau\left(p_{1}^{n}\right) \tau\left(p_{2}^{n}\right) t^{n} \\
& \quad=\frac{1-p_{1}^{11} p_{2}^{11} t^{2}}{\left(1-p_{1}^{11} p_{2}^{11} t^{2}\right)^{2}-t\left(\tau\left(p_{1}\right)-p_{1}^{11} \tau\left(p_{2}\right) t\right)\left(\tau\left(p_{2}\right)-p_{2}^{11} \tau\left(p_{1}\right) t\right)}
\end{aligned}
$$

## An Identity Implying a Divisibility Property of the

 Sequence $a_{p n}$
## An Identity Implying a Divisibility Property of the Sequence $a_{p p^{n}}$

## Theorem

Let the sequence $a_{p^{n}}$ be as defined in Proposition 2.1.

## An Identity Implying a Divisibility Property of the

 Sequence $a_{p n}$
## Theorem

Let the sequence $a_{p^{n}}$ be as defined in Proposition 2.1. If $m \geq 1$ and $n \geq 2$ are integers, then

$$
\begin{aligned}
& a_{p^{m n-1}}=a_{p^{n-1}} \times \\
& \sum_{j=0}^{\lfloor(m-1) / 2\rfloor}(-1)^{j}\binom{m-1-j}{j}\left(a_{p^{n}}-p^{k-1} \chi(p) a_{p^{n-2}}\right)^{m-1-2 j} p^{(k-1) n j} \chi^{j}(p)
\end{aligned}
$$

## An Identity Implying a Divisibility Property of the

## Sequence $a_{p^{n}}$

## Theorem

Let the sequence $a_{p^{n}}$ be as defined in Proposition 2.1. If $m \geq 1$ and $n \geq 2$ are integers, then

$$
\begin{aligned}
& a_{p^{m n-1}}=a_{p^{n-1}} \times \\
& \sum_{j=0}^{\lfloor(m-1) / 2\rfloor}(-1)^{j}\binom{m-1-j}{j}\left(a_{p^{n}}-p^{k-1} \chi(p) a_{p^{n-2}}\right)^{m-1-2 j} p^{(k-1) n j} \chi^{j}(p)
\end{aligned}
$$

Remark: Note that if the numbers $a_{p^{n}}$ are integers, then (37) implies that if $n+1 \mid m+1$, then $a_{p^{n}} \mid a_{p^{m}}$.

## Ramanujan $\tau$-function, Example IV

## Ramanujan $\tau$-function, Example IV

## Example

If $m \geq 1$ and $n \geq 2$ are integers, then

$$
\begin{aligned}
& \tau\left(p^{m n-1}\right)=\tau\left(p^{n-1}\right) \times \\
& \quad \sum_{j=0}^{\lfloor(m-1) / 2\rfloor}(-1)^{j}\binom{m-1-j}{j}\left(\tau\left(p^{n}\right)-p^{11} \tau\left(p^{n-2}\right)\right)^{m-1-2 j} p^{11 n j}
\end{aligned}
$$

## Ramanujan $\tau$-function, Example IV

## Example

If $m \geq 1$ and $n \geq 2$ are integers, then

$$
\begin{aligned}
& \tau\left(p^{m n-1}\right)=\tau\left(p^{n-1}\right) \times \\
& \quad \sum_{j=0}^{\lfloor(m-1) / 2\rfloor}(-1)^{j}\binom{m-1-j}{j}\left(\tau\left(p^{n}\right)-p^{11} \tau\left(p^{n-2}\right)\right)^{m-1-2 j} p^{11 n j} .
\end{aligned}
$$

If $m$ and $n$ are positive integers such that $n+1 \mid m+1$,

## Ramanujan $\tau$-function, Example IV

## Example

If $m \geq 1$ and $n \geq 2$ are integers, then

$$
\begin{aligned}
& \tau\left(p^{m n-1}\right)=\tau\left(p^{n-1}\right) \times \\
& \quad \sum_{j=0}^{\lfloor(m-1) / 2\rfloor}(-1)^{j}\binom{m-1-j}{j}\left(\tau\left(p^{n}\right)-p^{11} \tau\left(p^{n-2}\right)\right)^{m-1-2 j} p^{11 n j}
\end{aligned}
$$

If $m$ and $n$ are positive integers such that $n+1 \mid m+1$, then

$$
\tau\left(p^{n}\right) \mid \tau\left(p^{m}\right)
$$

## Ramanujan $\tau$-function, Example IV

## Example

If $m \geq 1$ and $n \geq 2$ are integers, then

$$
\begin{aligned}
& \tau\left(p^{m n-1}\right)=\tau\left(p^{n-1}\right) \times \\
& \quad \sum_{j=0}^{\lfloor(m-1) / 2\rfloor}(-1)^{j}\binom{m-1-j}{j}\left(\tau\left(p^{n}\right)-p^{11} \tau\left(p^{n-2}\right)\right)^{m-1-2 j} p^{11 n j} .
\end{aligned}
$$

If $m$ and $n$ are positive integers such that $n+1 \mid m+1$, then

$$
\tau\left(p^{n}\right) \mid \tau\left(p^{m}\right)
$$

For example, taking $m=119$ and considering the divisors of 120 , then for any prime $p$,

$$
\tau\left(p^{n}\right) \mid \tau\left(p^{119}\right) \text { for any } n \in\{1,2,3,4,5,7,9,11,14,19,23,29,39,59\}
$$

## Thanks

# Thank you for listening/watching. 

